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ABSTRACT

The focus of this paper is to explore the possisliof using convolutional neural networks forrarehical local
text classification. One of the most researched efsoébr hierarchical text classification is h-LR cal-SVM models,
usually, using one of the hierarchical approachidsreover, recent research has demonstrated thetyhbd using CNN
baseline model not only for image classificatiort Bar text classification, as well. Based on thedsservations, the
authors proposed a novel solution to tackle thednhical text classification problem by hierarchicCNN model that
reuses features maps to create additional fullypemted layers incorporating hierarchical local cfication per node
approach. Furthermore, multiple experiments aredwried in order to demonstrate the feasibility afgmsed solutions
and evaluate achieved performance by empirical @impn with the previously reported performancehdfR and h-

SVM using local per node approach trained with 2@blgroup training datasets.
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INTRODUCTION

Due to the recent technological progress of engrpnformation systems generate, process andctdilg data
of information. Usually, this will come in the diffent shape and form of arbitrary uncategorizetdegh as emails, chat
logs, service tickets, feedback surveys, and sdanh hierarchically organized categories into @taxny have become
the most frequent way of organizing a large quarditinformation. For instance, enterprise customsgpport, product
knowledge databases, help centers and e-learnstgmsywill benefit from having anability to autoneatily classifying

new text information hierarchically.

A flat classification treats ataxonomy as set afjua classes that represent leaf nodes in therbigraf classes
implemented as binary classifier trained for eaaf hode to discriminate from the remaining leade® Due to this fact,

it's not possible to learn parent categories oméidevels because the relationship between ttssetais lost [1].

One of the most researched models for hierarchéosalclassification (HTC) is hierarchical logiogression (h-
LR) and hierarchical support vector machine (h-SViMddels. These models are applied, usually, usimg af the
hierarchical approaches such as global or locatogmhes, which is based on how the hierarchicatiogiships are

utilized for the training of the selected model.[2]
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2 Milan Krendzelak & Frantisekjakab

A local per node hierarchical classification apptoatilizes a splitting of the hierarchical struetdby each node
in the tree, except the root node. Each node iseim@nted as a binary classifier that learns froengihbset of the training
dataset, represented with only two labels, to reegwhether it is the class of the node or itasIn order to perform
hierarchical classification, it is required to @&r selectively through the entire collection dftedined binary classifiers,
and having an ability to stop at desired hieramhievel of the taxonomy, to evaluate a predictmithe classes

represented as a tree.

Furthermore, authors propose a novel solution ofprawed convolutional neural networks architecture,

implementing local per level approach used fordrighical text classification.

Related Work

Figure 1: Local Classifier Per Code(LCN)

There are numerous works that focus on solvingahibiical text classification. As an example, welown
hierarchical top-down approach with level-basedpsupvector machine models for text classificattuggested by Sun
and Lim [3]. After a similar route, Sokolov et dl]}[proposed the model for ontology terms forecastelplicitly
simulating the construction hierarchy using keteehniques for structured output. Cerrietal. [5jporsed an approach for
hierarchical multi-label text classification thaains a multi-layer perception for each level of tHassification hierarchy.
Predictions created by a neural network in a giesel serve as inputs to the neural network resptn$or the forecast
within the following level. Their method has beearakated against several datasets with persuassudts. Within the
context of neural networks, Kurata et al. [6] pregdh a strategy for initializing neural networks ded output by
considering multi-label co-occurrence. Their methogats a number of those neurons in the final dndthyer as
committed neurons for every pattern of tag co-omnae. There are also several important works phaposed the
inclusion of multi-label co-occurrence into lossidtions such as pair wise standing loss by ZhangZinou [7] and also
more recent work by Nam et al.[8], who reportedabyncross-entropy can outperform the pair wise irapkeduction by

minding rectified linear units (ReLUs) for nonlimég.
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Hierarchical Local Classification per Node Approach

Given, a hierarchy H defined over the output (Iasplce Y and a set of N training examples compo$gairs
D = {(x(1),y())}¥,, where(x(i),y(i)) € XxY, the goal of the hierarchical classification idgarn a mapping function
f:X € R% - Ythat maps the inputs in the input spatdo outputs in the output spakg such that the functiofi is
accurately able to predict the outpubf an input instance and generalizes well to data that is not obsedtethg the

training [9].

Hierarchical Local Classification Per Node (LCN)papach is comprised from a set of binary classifieacky ,,
is learned for every node € N, except the root node in the hierarchy/f as demonstrated in Fig 1. The dashed squares

represent the binary classifiers that are asseniiiedop-down manner execution.

The binary classifier is formulated in Eq. 1.Asiitgy to minimize weight vectors for each labgwhered > 0 is the

penalty parameter; denotes the loss function such as hinge lossgistlo loss and|-||3denotes the squarkd- norm.

121 £ (wy, x(0), y(©) + Allwill3 1)

The training of a binary classifier at the nodep&formed by feeding the model with positive andatve
examples available in the training dataset. SpetifiLCN approach, all documents belonging to tité node and its
descendants are considered as the positive exaapdethose belonging to the n-th node siblingsthed descendants as

the negative examples [10].

In order to make a predict unseen new text, birdagsifiers for each node are evaluated in thedmpn
ensemble, first selecting the node at the higlesst land recursively traversing the tree towardeaénodes, choosing the

nodes with best.

Resul t: Repeat recursively until |ast |eaf node is reached
initialization n:= Root;
whi | en ¢ Ldo
n = argmaxgecn)fg();
end
return n;

Algorithm 1: Top-Down Ensemble of Hierarchical Predcation Score to be Considered for the Evaluation fothe
Entire Hierarchical Tree Path Prediction as Shownm Algorithm 1

TD ensemble of prediction evaluation has computaliadvantages where only the subset of classessafting
the tree path starting at the tree root, locatatieatop, down to the leaf node located at theolbotf the hierarchical tree.
Additionally, TD ensemble handles well problemshagrediction inconsistencies due to the fact thet best node is

selected at each hierarchical level of the preatictiath.
Hierarchical Evaluation Metrics

In regards to hierarchical classification perforegnhierarchical metrics should be consideringhieearchical
distance between the true class and predicted. diassidea is to penalize misclassification diffehg, compared to flat
metrics that penalizes each of the misclassifiedretes equally. Generally speaking, the misclasgifins that are closer

to the actual class are less penalized than msfitagions that are farther from it with respezthe hierarchy.

The hierarchical metrics include hierarchi¢a(hF;) score as defined in Eq. 2, hierarchical precigioP) as
defined in Eq. 3: Hierarchical Recalif) As Defined in Eq. 4.
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2hPhR

hF, = hP+hR @
_ 3N 1AGDNAGYI

hP = N 1A ®
_ 3N 1AGDNAGY)I

hR = >N 1AGI @

where, A () and A (y;) are respectively the set of ancestors of the prediiand true labels including the class
itself, but not the root node, ab@,, y;)provides the length of the undirected path betw®en classeg andy; in the
graph [11].

Convolutional Neural Networks

Convolution neural networks (CNN) has been adoftech computer vision field [18] and gained muchtio¢
respect among researches for the consistent dtake @rt results, and been proven for its prattiggplication for text

classification similar results just with baselirtigs of its hyper parameters [12].

Let x; € R*be thek — dimensional word vector relevant to thie— th word in the sentence. A sentence of length

n, maybe be padded if such required is represented 6.
X1n =X Dx, B .. x, (6)

where €@ is the concatenation operator. Furthermore, dgf,; refer to the concatenation of words
Xiy Xip1, -, Xi4j- BY applying a filterw € R™ in strides will define a convolution operation, ialn is applied to the
selected window ohterms to compute a new feature. Therefore, a featurs produced for each window of words

Xi.i+n—18S depicted by EQ.7.

¢ =f(W" Xijyn_1*b) (7)

Let b € Rbe a bias angsome non-linear function, for example, tigperbolictangent orelu functions. Then a
filter is used to stride through each possible wimdn the given sentente, .;,, X5.54+1, ---» Xn—n+1.n 110 Create a feature map,
such as = [cy, ¢y, C3, -.v ) Cyons1], Where € R* 1 Afterward, max-overtime pooling operation is bgg over the set of
feature map, in order to select a maximum v@lgemax {c}as the feature. The general idea is to be ableptuce the

most important set of the features for all featuagps [13].

Above process describes how one feature is exttdoden one filter. However, the model uses multifilers,
typically with varying window sizes, to extract rtiple features. Therefore, these features form te#te last layer that is

directly followed by a fully connected soft max éaywhose output is the probability distribution piabels.
Feature Selection

One of the CNN advantages compared to other newedliorks is that it is designed to extract features
automatically from the given text corpora [14]dtes so by applying convolutional layers in a dpepredefined manner
as it was described in the previous section. Theeefsuch extracted feature maps are more effidleart manually
constructed, thus these maps are less error-pruh@ssure a high level of the accuracy in captuttiegmost important

details for given examples text data.
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Generally speaking, the convolution layers couldcbesidered as a feature extractor, whose outpiliteis fed
into a fully connected layer for a purpose of agandecision making, such as classification or nagpnkBecause CNN
created local features for each word in the semeteitds possible to combine or stack featuresaprbduce a global

feature vector. In order to some major key poirithe CNN ability to create and extract text featiare:

» Internally creates features that can be extractedused as input for another custom-defined intdeyeers or

external models.

« Automatically creates features that do not relytlos handcrafted process. It adapts well to theiipeof the

training dataset in a supervised manner.
« Hierarchy of local features are considering dufeegure creation; therefore, it captures well tbetext.
Convolution

An1l — D convolution is an operation between a vector ofghts m, therem € R™and a vector of input
sequences, theres € RS. The vectomn is the filter of the convolution. Consideringas the input sentence asjce R, is
a single feature value associated with #tfle word in the sentence, theria- D convolution produces the dot product of
the vectorm with eachm-gram in the sentenceto obtain another sequences depicted by Eq.8, which represents two

possible types of convolution, such as narrow aittt wdepending on the range of the ingex
¢ = mTSj—m+1:j (8)
The narrow type of convolution requires that mand yields a sequences RS~™*1 with j ranging fromm tos.

The wide type of convolution does not constrainor sand yields a sequenaee RS*™~lwhere the indey

ranges fronl tos + m — 1. Values ofs; outside of the range are considered to be zerereih 1 ori > s.

Ci G5
SN

5

Figure 2: Wide Convolutional Layers.Filters has Sie M=5

The result of the narrow convolution is a subseqaedf the result of the wide convolution. The twpes of one
dimensional convolution are illustrated in Fig.The trained weights in the filten correspond to a linguistic feature that
learns to recognize a particular classneframs. Thesegrams have size < m, wherem is the width of the filter.
Applying the weightsm in a wide convolution has some advantages ovelyimgpthem in a narrow one. A wide

convolution ensures that all weights in the filteach the entire sentence, including the wordBeatrtargins and paddings.
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Fully Connected Layer

Fully-connected (FC) layer contains neurons thaeHall connections to all activations, in the prding layer,
similar to multiple-perception. In order to caldglaheir activations a matrix multiplication withbéas offset is required.
The neurons in the CONV layer are connected onligstdocal regions in the input and usually manyttedm do share
parameters [15] in contrast with FC layer. The piatducts are computed for the neurons in both fapecause of the

same identity of their functional form.

Therefore, FC and CONV Layers are Fully Convertiblen One Layer to Another, Under the Following

Conditions:

» FC layers compliments any CONYV layer, if both hdlve same forward function. A large matrix that tedms
mostly zeros except only for particular blocks hesgaof the local regions with equal weights for ynhiocks

due parameter sharing represents the weight matrix.

* Any FC layer can be converted to a CONV layer iftbbave the same filter size that correspondsédacsibe of

the input volume

Figure 3: 20Newsgroup Training Dataset Taxonomy.

Experimental Setup

In order to provide a comprehensive assessmenhNdf &pplication for hierarchical text classificatiosing local

per node approach, we conduct multiple experimentdserve, measure and compare the outcomes.

It is important to emphasize that multiple consitsiwere taken into consideration and applied thinout the

experimentation. These constraints are the follgwin

» the same training dataset outlined in Fig. 3is utads, the results are relatively comparable wabh other and
with the previously reported application of h-SVMdah-LR models using the same local approach, and

prediction is evaluated using a top-down ensemblenary classifiers.

e For all experiments in this study, we use the 3®etisional word vectors trained by Mikolov et dl6] on
roughly 100 billion words from Google News. the sawariation of CNN baseline model is used; thus, th

outcome will not depend on the model specificsdyuthe effectiveness of the local approach asatesly itself.
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« For all experiments in this study, we use the 3@etisional word vectors trained by Mikolov et ah ughly

100 billion words from Google News.
Training Dataset

20Newsgroup training dataset comprises of 11314umiects and more than 30 categories, which are
hierarchically organized into a taxonomy with 3rhiehical levels as illustrated in Fig. 3. The gaty size corresponds to

the number of available training documents per ¢agggory, as depicted in Fig. 4.

Original training dataset has to be preprocessedrder to relabel documents according to a newaliby
derived from the type of selected hierarchical apph. For example, the LCN approach requires tHatlasses
represented as nodes in the hierarchical tree,pexbe root node, are implemented as binary classifand trained
accordingly. This will ensure that newly derivedlaelabeled training dataset provides the optirofiection of examples

the machines could learn from.
CNN Word Embeddings

Among a large number of recent researches madeoaat-lwased CNN for text classification, one of tepexcts is
the choice of using pre-trained word2vec or leanedd embedding from scratch. In our experimentauge two variants
of the CNN baseline model that differ in the iritiation of word embedding:

e CNN-rand, which learns the word embedding fromtstraluring the training

e CNN-stat, which is initialized with pre-trained vd#vec word embedding
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Figure 4: 20 Newsgroup Training Dataset Categoriewith Size (Documents per Category)
Hyper Parameters Setting

For all conducted experiments with the proposedanibical CNN level per node, the values of hypaameters
are predefined and constant. In other words, dention is to test and evaluate general possibydicgtion of CNN for

hierarchical text classification, therefore, optitk@own values for the hyper parameters:

*  Optimizer. CNN model comes with Adam Optimizerialized with a learning rate of 0.001
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8 Milan Krendzelak & Frantisekjakab

« Batch size. CNN model comes with Batch Size ofd@timal variant for hierarchical text classificatio
« Embedding size. By default, embedding size is bp8mal variant for hierarchical text classificatio

* A number of filters with filter size. CNN model dains 3 convolutional layers, each layer has 12 mint

filters. Each filter has a size of 3, 4, 5 stridespectively.

Hierarchical CNN LCN Model

Reportedly, hierarchical local classification pesda approach consists of a set of binary classjfieach

classifier is trained independently for each ncelected from the taxonomy based on the type ofhibical approach.

Typically, a CNN is comprised of the multiple cohwtional modules stacked on top of each other otepito
perform extraction of the features from the texteTodule itself is constructed from a convolutidager followed by a
pooling layer. The dense layers follow after thet laonvolutional module and could contain more delagers that
perform classification. Therefore, in order to inmarate the LCN approach, it is required to modifg baseline model

architecture to add additional dense layers coedestth features maps to represent the rest ofpiclassifiers.

The model that was constructed to perform hieraetHbcal per node prediction is comprised of the af 27
classifiers trained for each selected node. Theceputnal schema of the model is represented in %igrhe major
difference between CNN baseline and current isotnstlassification module comprises from additiofudlly-connected
layers connected to specific features maps. Thesdéi@ally added fully-connected layers represtmd classifiers
hierarchically organized according to local classiion per node hierarchical strategy.

For this hierarchical approach, binary one-vs-césdsifiers are trained for each node of the whieh represents
the hierarchy, except the root node. In order ti&ema prediction, each classifier is called seprdiat the results are

evaluated and processed in the top-down ensendalersively traversing the hierarchical tree nodemfthe root down to
the leaf nodes.

Hastarcnecsl Ly connecisd
Wi ey (e posing e it dropoan and
sfiman cp

Figure 5: Hierarchical CNN for Local per Node Clas#ication.

CNN LCN Experimental Performance Evaluation

Collected results from conducted experiments arergeither in the form of the graph or a table anly selected

metrics with a limited range of values are listedhis thesis. The list of metrics listed is thensafor every experiment
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and contains hF1 which is hierarchical-F1 scoreuecy and error loss score. Moreover, the majaudois on
hierarchical-F1 score because this is a core mesed for benchmarking the experiments and compahi@ results with

the reported performance of h-LR and h-SVM.

We observe that different size of datasets, wittadnitrary selection of the documents per categdoyhave a

direct impact on the accuracy of the classifierprasented in Table 1.

Table 1: hF;Score Comparison of Hierarchical LCN Approach usingCNN-rand and
CNN-Stat with h-LR and h-SVM

Dataset Size| h-LR | h-SVM | CNN-Rand | CNN-Stat
1000 0.659 0.761 0.632 0.733
2000 0.722 0.812 0.635 0.735
3000 0.767 0.826 0.645 0.745
4000 0.772 0.831 0.685 0.755
5000 0.777 0.839 0.693 0.753
6000 0.789 0.845 0.747 0.794
7000 0.793 0.811 0.778 0.799
8000 0.800 0.832 0.798 0.801
9000 0.801 0.844 0.799 0.809
10500 0.811 0.854 0.800 0.811
11314 0.804| 0.866 0.801 0.808

Based on the outcome of the classification, itdSaeable, that smaller size of training datasstilts in a lower
hF1 score. For example, with the training dataset sf 1000 documents, measured performance of GiN-is 0.632
and CNN-stat is 0.733.

In contrary, the training dataset with the maximawailable size of 11314 needed to train CNN-randiehdn
order to achieve the highest possible hF1 0.80fdesaad for CNN-stat achieves the best performafdeth811score with
slightly less training dataset size of 10500 doauise

It is important to mention that CNN-stat performamizgrades if the model is trained with an entitaskt size of

11314 documents. This is caused mostly probablyueay fitting the model with the training dataset.

On comparing the performance of proposed CNN-rambdGNN-stat models with h-LR and h-SVM models using
hierarchical local classification per node stratetipe latter models achieve better results thaméor The best results
achieved by h-LR and h-SVM using LCN approach &L0.with the training dataset size of 10500 an®é®8ith the size
of 11314, respectively.

The main drawback of top-down prediction evaluaf®error propagation caused by misclassificatiinisigher

levels of the hierarchy which cannot be correctetielower levels, thus contributes to performaticengrade.

The reason CNN LCN approach was outperformed byrrehd h-SVM is mostly probably due to the top-down
prediction ensemble. To predict the labels of imsts, top-down local hierarchical methods proceesktecting the most
relevant node at the topmost level and then regelssselecting the best child node until a leakgaty is reached, which

is the final predicted label.
CONCLUSIONS

This paper comprises empirical observations ofetygeriments with proposed modifications of CNN liase

model designed to more closely represent a stregtthierarchy class of a given taxonomy. It was destrated that such
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10 Milan Krendzelak & Frantisekjakab

modified default CNN architecture obtains an addisil ability to perform the hierarchical type cassification.

The author conducted multiple experiments appljaegl hierarchical classification per node approasimg top-
down prediction ensemble. Furthermore, the resfliserformed experiments with the 20Newsgrouptrajnilataset are
captured and included in this paper for analyskis Enabled to benchmark with different CNN vargalite CNN-rand
and CNN-stat with hierarchical local per node apphes and hierarchical Logistic Regression andafdbical Support

Vector Machine model.

According to the results, provided in this paparthars conclude that CNN-rand model with local pede
hierarchical classification approach underperfohiisR by 2% and h-SVM models by 7.5%. Regarding Cétat-model
with local per node approach, it achieves exatttysame performance (hF1 0.811 score) as h-LR aderperforms h-
SVM by 6.35%.
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